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Introduction to Power Analysis

Let us first provide a general definition of power. Power cartHmeight of as the
probability of detecting an effect, given that the effeduadly exists. Statistically, this

is the probability of rejecting the null hypothesis giveattlt is false.

Power and sample size analyses are performed in the desige plh an experiment.
It is typically of interest to find what sample size is reqdifer the study in order to
achieve a certain level of power to detect an effect of a oesiae. "Effect” is defined
differently for different experiments. One example is thiéedence in means of some

outcome between a treatment and control group.

In some instances, it may be desired to find power given peaticample size. For
instance, consider the case in which the maximum possibiplsssize is restricted by
some study criteria. In this case, it is of interest to findwhbat level of power can be
achieved given this allowable sample size.

Last, let us consider the relationship between power anglkeesize. For a fixed effect
size, power always increases with increasing sample sizaveZgely, an increase in

power requires a larger sample size. See the following gi@ptiarification:
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Power and Sample Sizein SAS

The following are guidelines for performing power and sagrgize using the POWER
procedure in SAS. The POWER procedure can be utilized torobtanple size con-

figurations for given levels of statistical power and vicesa

The general syntax for this procedure is:

PROC POWER;
<ANALYSIS TYPE> <options>;
RUN;

Available options for this procedure are:

e ONECORR - power analysis for test of correlation between twaates

ONESAMPLEFREQ - power analysis for a one-sample test of agtmm

ONESAMPLEMEANS - power analysis for a one-sample t-test

PAIREDMEANS - power analysis for a paired t-test

TWOSAMPLEMEANS - power analysis for a two-sample t-test

ONEWAYANOVA - power analysis for overall F-test in a one-wANOVA

Provided below is the SAS syntax required to run power aealysr simple cases of
these common statistical designs. There are, however, othay options available in

SAS PROC POWER for situations outside of those describedsriutorial.



ONECORR: Test for correlation

Example A researcher is interested in seeing whether a signifiaasitipe correlation
exists between reading speed and 1Q in adolescents. Befghenbeg the study, the
researcher would like to know what sample size would be requb detect a positive

correlation of 0.5 with power of 80%.

First we set up the null and alternative hypotheses:

Hy:p=0

Hy:p>0

Next, we set the level of significance (0.05 is typically tledadilt value). Finally, to

obtain the required sample size, we employ the followingecod

PROC POWER,;
ONECORR SIDES 1
ALPHA =0.05
CORR=0.5
NTOTAL =.
POWER= 0.8,
RUN;

In the PROC POWER code above, t88DES=1 option indicates that the test being
performed is one-tailed. Notice in the alternative hypsih@bove, the inequality is
only in one direction. The optioALPHA=0.05 specifies the significance level used
andCORR=0.5 specifies the correlation we are looking to detect irdéta. The final
two optionsNTOTAL andPOWERrefer to sample size and power respectively. Power
and sample size are the two values that an investigatoreémpting to determine in

a power analysis. In every run of PROC POWER, regardless ofyfieedf analysis,



there will be options for sample size and power specificatiafthen running PROC
POWER, one of these will be specified and the other left blanthinexample, power
is specified at 80% and the required sample size is neededifiSakly, NTOTAL is

left blank so that the output will contain the total sampleesiequired at 80% power.
The output is given below. Based on this, we see that a totgbleasize of 23 subjects

is required in order to detect a correlation of 0.5 at 80% powe

Correlation Actual Power N Total

0.5 0.808 23

It may be of interest to investigate what sample sizes angned|for detecting various
levels of correlation. To do so, a list is used. Notice, in®#5 code below, that three
values for the correlation coefficient (0.2, 0.5, and 0.8) mrovided. The resulting

output gives the estimated sample sizes for the corretibthe specified 80% power.

PROC POWER,;

ONECORR SIDES-1
ALPHA =0.05
CORR=0.50.50.8
NTOTAL =.
POWER= 0.8

RUN;

The results are given in the table below:

Correlation Actual Power N Total

0.2 0.801 153
0.5 0.808 23
0.8 0.843 8




It turns out that a large sample size (N=153) is required teadenly a small corre-
lation between 1Q and reading speed, but much smaller sasigds are required to

detect the larger correlations.



ONESAMPLEFREQ: One-sample test for proportion

Example A survey claims that 9 out of 10 dentists recommend a pdatidarand of
toothpaste for their patients suffering with sensitivahlie@ researcher decides to test
this claim by taking a random sample of 80 dentists, but wemtsst find out if this

sample size is large enough to achieve 80% power.

First we set up the null and alternative hypotheses:

Hy:p=09

Hy:p#09

If we want to test the hypothesis at a 0.05 level of signifieaftgpically the default
value), and want to detect a difference of 0.1, the followdoge will output the re-

quired sample size.

PROC POWER,;

ONESAMPLEFREQTEST
SIDES=2
NULLPROPORTION= 0.9
ALPHA =0.05
PROPORTION= 0.8
NTOTAL =80
POWER= ;

RUN;

Unlike in the example given previously for a correlationlgses, we the optiol5IDES=2.
This specifies a two-tailed test based on the form of theradtere hypothesidNULL-
PROPORTION0.9 specifies the proportion value in the null hypothesid BRO-
PORTION=0.8 is the expected proportion in the sample (the diffezdpetween the

null proportion and this value is 0.1). Notice that in thiseyple, NTOTAL is spec-



ified andPOWERIs set equal to missing. If the sample size option is specéiad
POWERIis missing, the procedure will produce resulting power Hase the given

sample size in the output window when executed.

The resulting output from the example above gives us thewatlg information:

N Total Power
80 0.654

The power based on a sample size of 80 is only 65.4%. In ordachgeve 80%
power, the sample size must be increased. As mentioned ipréwous example,
certain options allow ranges of values to be investigatediristance, using the above
example, we can investigate what power would be obtainetbfal sample size set at
values ranging from 80 to 110. If looking over a range of elyusppaced valuesf O
andBY statements may be used to simplify coding. The syntax isadheesas in the

box above, but th&lTOTAL option will now be:

NTOTAL =80to 100by 10

The SAS output window will then display the power estimatesoaiated with each

sample size specified in the PROC POWER statement.

N Total Power

80 0.654
90 0.740
100 0.808

It is apparent that a sample size of 100 dentists will be saffi¢o achieve 80% power.



ONESAMPLEMEANS: One-sample t-test

Example A researcher is planning a pharmacokinetic study on a newdlation of a
drug. The current formulation has an average eliminatite1@80.06. The researcher
hypothesizes that the elimination rate for the new formatats higher than 0.06.
Wanting to be confident, the researcher would like to see laogelthe sample size
must be to achieve 90% power. A standard deviation of 0.0Rbeilused based on

studies of the original formulation of the drug.

First we set up the null and alternative hypotheses:

Hy: o= 0.06

Hy:p>0.06

We want to determine necessary sample sizes to detect sanean differences in
elimination rate at power of 90% and a 0.05 level of signifeganThe following code

will output the required sample sizes.

PROC POWER;

ONESAMPLEMEANS SIDES=1
NULLMEAN =0.06
ALPHA =0.05
MEAN =0.07to 0.1by 0.01
STDDEV=0.02
NTOTAL =.
POWER=0.9

RUN;

The setup for this type of test is similar to that of the oneyske proportion. Here,
NULLMEAN specifies the mean in the null hypothesis 8tEAN specifies the mean

one would expect to see in the sample. In this example, wedbakrange of means



greater than the null mean of 0.06. TREDDEYV option specifies the standard devia-

tion to use in power and sample size calculations.

Mean Actual Power N Total

0.07 0.903 36
0.08 0.924 11
0.09 0.931 6
0.10 0.908 4

From this table, it appears that 90% power can be achievddrefatively manage-
able sample sizes at each level of mean elimination ratafgeecOf course, as the
difference between observed and hypothesized mean iesie@gjuired sample size

decreases.



PAIREDMEANS: Paired t-test

Example A researcher is interested in investigating whether BMIng/es in males
aged 55-65 years after spending four weeks on a novel diedxa@rdise program. The
researcher plans to take BMI measurements on a random samplendbefore and
after the intervention and see whether there was a chang&0%nlevel of power is
desired and a standard deviation of 2.0 based on past stidie=ight loss and BMI

change is used for calculations.

First we set up the null and alternative hypotheses:

Ho:,ud:()

Hy:pg #0

We want to figure out the number of pairs (with pair defined st afsbefore and after
scores for a single subject) needed to detect a range of niéaredces greater than

0.5. The following code will output the required sample size

PROC POWER;
PAIREDMEANS SIDES= 2
NULLDIFF =0
ALPHA =0.05
MEANDIFF =0.5t0 3.0by 0.5
CORR=0.4
STDDEV=2.0
NPAIRS=.
POWER=0.8;
RUN;

The syntax for this type of t-test is a bit different than tlatthe one-sample t-test.
Here, the option®NULLDIFF and MEANDIFF replaceNULLMEAN and MEAN.
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In addition, we need to specify a value for tB®RR option, which designates the
correlation between pairs begin investigated. The fin&khce in the code above is

the NPAIRS option rather thaNTOTAL.

Below is the displayed output:

Mean Diff Actual Power N Pairs

0.5 0.801 153
1.0 0.804 40
15 0.806 19
2.0 0.821 12
2.5 0.849 9
3.0 0.853 7

As with other tests discussed previously, larger samplessae needed to detect

smaller changes in the mean.
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TWOSAMPLEMEANS: Two-sample t-test

Example A researcher wants to study how daily protein supplemimtat the elderly

population will affect baseline liver fat. The study budgell allow enrollment of 50

patients. Half will be randomized to a placebo group andtodlie protein supplement
treatment group and the trial will be carried out over one thoit is desired to see
whether the mean change in percentage of liver fat from mesébd the end of the
study differs between the two groups in the study. The rebeameeds to know what
power can be obtained under the sample size restrictiometuify a change in mean
percent liver fat of 0.10. Based on results observed in pastasistudies, a common

standard deviation of 0.12 will be used for each treatmemtigin the power analysis.

First we set up the null and alternative hypotheses:

Hy:py—pe=0

Hy:tpn—p2 #0

If we want to test the hypothesis at a 0.05 level of signifieafigpically the default
value) with a total sample size of 40, and want to detect @udifice of at least 0.15,

the following code will output the resulting power.

PROC POWER,;

TWOSAMPLEMEANS SIDES= 2
NULLDIFF =0
ALPHA =0.05
MEANDIFF =0.1t0 3.0by 0.5
STDDEV=0.12
NPERGROUP= 25
POWER= ;

RUN;
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Notice the change in syntax above when specifying sampée Jihe optiolNPER-
GROUPis used to specify that 25 subjects are randomized to eachoofreatment
groups. This option can only be used if the design is balafegdal number of sub-
jects in each group). If the design is to be unbalanced, thero@ROUPNSmay be
used to specify the number allocated to each group. Fomiostan the above exam-
ple, the researcher may have wanted 35 subject in the traagmaup and only 15 in

the placebo group. The following SAS code would be used:

PROC POWER,;

TWOSAMPLEMEANS SIDES= 2
NULLDIFF =0
ALPHA =0.05
MEANDIFF =0.1t0 3.0by 0.5
STDDEV=0.12
GROUPNS= (3519
POWER= ;

RUN;

The following are the resulting estimates of power for theabeed and unbalanced

sample size configurations just described.

N Per Group Power
25 0.823

N Group 1l N Group 2 Power
35 15 0.754

With the unbalanced case, power is lower. Power can be iregrby using the bal-

anced sample size configuration or adding subjects to tleelpdegroup.
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ONEWAYANOVA: One-way ANOVA overall F-test

Example A researcher is interested in investigating the effecthiade different diets
on percent weight loss when implemented along with a 5-daypek cardio exercise
program. The diets include a low carbohydrate diet, a higieom diet, and a control
diet (just exercise). Before beginning the study, sample determinations must be

made. The researcher would like to achieve power of 80%.

First we set up the null and alternative hypotheses:

Ho:pn = po = ps

H; : At least one pairwise difference between means exists

If we want to test the overall hypothesis at a 0.05 level ohigigance (typically the
default value) with power at 80% the following code will outghe resulting power.
For the values of mean percentage of weight loss in each gaondgor the standard

deviation specified in the code below, estimates obtainedsimall preliminary study

are used.

PROC POWER;

ONEWAYANOVA TEST = OVERALL
ALPHA =0.05
GROUPMEANS=8|10]|6
STDDEV=3.0
NPERGROUR=.
POWER= 0.8

RUN;

The optionTEST=OVERALL indicates that the power analysis is based on theative
F-test for differences between groups. TRROUPMEANSoption requires values of

expected mean outcome for each group in the analysis. ThendpgPERGROUHSs
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used to request the group sample size estimates for a beldasgn.

Below is the resulting sample size required for each of theetkliet groups in order to

achieve power of at least 80%.

N Per Group Power
12 0.804
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